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Abstract

The spatial theory of voting, first introduced by Downs (1957), posits that voters
choose political parties based on their positions on the political spectrum, from left
to right. Traditionally, left-leaning voters favor progressive policies and government
intervention, while right-leaning voters support conservative values and free markets.
Centrists seek a balance. This framework helps voters find parties that align with their
beliefs and preferences. One important tool that voters may use to decide spatially is the
Manifesto Project, which analyzes political parties’ election manifestos to study their
policy preferences and estimate their positions. This paper investigates the feasibility
of replacing human intervention in estimating party positions with intelligent tools,
such as LLMs. By examining the party positions estimated by five different LLMs
(ChatGPT 3.5 Turbo, Cohere Command, Gemini 1, Llama 2, and Llama 3), our work
provides a renewed look at party positions in three major democracies with two-party
and multi-party systems (Germany, the United Kingdom, and the United States) and
discusses the feasibility of employing AI tools to assist human experts. Results show
that, on average, LLMs perceive leftist and rightist manifestos as 73.64% less extreme
than they truly are. Given that CMP-trained human experts are likely performing their
tasks accurately, this significant bias implies that replacing human experts with LLMs
for the calculation of party positions may not be feasible in the near future.
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“Every election is determined by the people who show up.”

– Larry Sabato

“The most important political office is that of the private citizen.”

– Louis D. Brandeis

1 Introduction

Citizens of the democratic world are at another important juncture in history. On one

hand, there is the global erosion of democratic values, as seen in countries like Hungary and

Turkey, and voter misorientation by misinformation, such as during the Brexit referendum

and the 2016 US elections. On the other hand, LLMs are progressing swiftly, with break-

throughs in natural language processing allowing them to comprehend and produce text,

potentially offering an opportunity for better-informed citizens and more open democracies.

This paper aims to test the capabilities of LLM models in making democracies more trans-

parent by providing a reproducible evaluation of party lines and helping voters make more

informed decisions in elections. Specifically, the paper quantifies and compares the RILE

(Right-Left) Index1 values produced by human experts and LLMs (i) and provides a time

and cost comparison (ii) between human coders and LLMs to understand the effectiveness

of generative AI in evaluating party positions.

Understanding the political position of a party is crucial for voters as it empowers them

to make informed decisions that align with their values and interests. Knowledge of party

positions helps voters predict policy outcomes and identify which parties best represent their

views on issues like the economy, healthcare, and education [15]. The Manifesto Project

aids in this by analyzing election manifestos to estimate party positions, thus enhancing

voter awareness. This awareness fosters a more engaged and educated electorate, essential

for strengthening democracies. Well-informed voters hold parties accountable, requiring clear

1Political scientists have designed different approaches to measure ideology, such as spatial model for
roll call voting DW-Nominate scores, campaign finance-based ideology CFscores, CMP analysis Manifesto
Research Project and Bayesian Ideal Points Bridge Ideal Points [9, 25, 36, 5, 44]. The RILE Index is
constructed by analyzing the content of party manifestos and coding specific policy statements into predefined
categories that represent left-wing or right-wing stances.
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articulation and fulfillment of policy promises [29]. By understanding party positions through

resources like the Manifesto Project, voters contribute to a transparent and responsive po-

litical system.

In addition, collecting data in political science is a labor-intensive process involving ex-

tensive fieldwork, meticulous archival research, and large-scale surveys. Projects like the

Manifesto Project require recruiting and training coders from multiple countries to ensure

reliable data [49]. Similarly, creating datasets for voting behavior and public opinion surveys

involves designing instruments, training interviewers, and ensuring representative samples

[7]. Qualitative data collection, such as conducting interviews and focus groups, demands

substantial time for establishing rapport, gaining access, and transcribing responses [34].

These tasks highlight the significant labor investment required for rigorous data collection

in political science. Additionally, the field often faces a lack of funding, which can limit the

scope and quality of research efforts, making efficient data collection even more challenging

[28].

Previous studies have shown that transformer-based machine learning models, including

LLMs, can mimic human-like responses and behaviors, making them adaptable to social

science research [19]. Notably, LLMs have produced authentic-looking survey answers, sug-

gesting their potential to replace human respondents in data collection. Although there are

concerns about LLMs’ accuracy in analyzing complex languages, recent studies show that

with proper training and fine-tuning, LLMs can accurately mimic human behavior in social

science research [3]. Some studies have shown that GPT-4 outperforms both experts and

crowd workers in annotating political Twitter messages, showcasing superior efficiency and

accuracy in political content analysis [47].

In previous literature, researchers have used pre-trained LLMs, such as ConfliBERT and

GPT-3, to analyze political issues quantitatively, including political conflict and violence

against specific groups [21, 1]. In text analysis and interaction model construction, LLMs

serve as effective proxies [50, 3, 10]. Though their application is limited by political bias

[4, 40, 39], LLMs with sufficient algorithmic fidelity are still regarded as powerful tools in

political science research.

We expect that our calculations will reveal some degree of political bias. LLMs are not free
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from biases, which stem from the data they are trained on, embedding societal prejudices and

skewed representations. Consequently, LLM outputs can perpetuate or amplify these biases,

affecting their use in political science research [8]. While LLMs can efficiently generate

human-like text and analyze large datasets, they may reflect unobserved biases from their

training data. Despite their potential to address challenges in survey research and field

studies, such as question wording and response biases, their inherent biases must be carefully

managed to ensure valid and fair applications [22].

Literature suggests that LLMs tend to avoid producing politically extremist sentences

due to several key factors. Developers implement advanced safety protocols and content

moderation filters to recognize and mitigate harmful content, such as OpenAI’s filters [41].

LLMs are also fine-tuned using reinforcement learning from human feedback (RLHF), guid-

ing models towards neutral outputs [13]. This process helps avoid sensitive topics. These

models adhere to user instructions and contextual cues, promoting moderate responses [11].

Interestingly, LLMs sometimes perceive extreme sentences as more centrist due to biases in

their training data and their tendency to generalize content. This occurs because the training

data averages out extreme views, making them appear more typical [6]. Additionally, the

diverse nature of internet data can dilute the extremity of certain views, making them seem

less radical [43]. Consequently, LLMs are cautious in generating politically charged content,

aligning with ethical standards and maintaining user trust [6].

In addition, two-party systems are characterized by limited political competition and

fewer ideological choices, whereas multi-party systems generally exhibit a greater diversity

of political ideologies. In such systems, political competition extends beyond two dominant

parties, allowing multiple parties to vie for power [16, 27]. This structure facilitates the

representation of a wider range of ideological perspectives, including those outside the main-

stream (Norris, 2004). Consequently, voters in multi-party systems have more choices that

reflect their specific political beliefs and values [42]. This diversity can lead to more nuanced

policymaking but often results in coalition governments and complex political negotiations

[17].

Based on the theoretical background and the current literature, this paper aims to

investigate the following two sets of hypotheses:
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H1: Political ideology scores (RILE) calculated by human experts and LLMs

will have measurable differences:

H1a: Manifestos authored by political parties with extremist views will be interpreted

as more centrist than their actual positions.

H1b: Manifestos authored by political parties with centrist views will be classified more

accurately by LLMs.

H2: The accuracy of classifications by LLMs will exhibit measurable differences

between two-party and multi-party systems:

H2a: LLMs will provide a more accurate understanding of party positions in two-party

democracies.

H2b: LLMs will introduce stronger biases in the understanding of party manifestos in

multi-party democracies.

2 Data and Methodology

Our paper uses the coded party manifestos compiled by the Comparative Manifesto

Project (CMP).2 A select group of manifestos obtained from the CMP Project were then

used to calculate the RILE Index. Eventually, we compared the ground truth (party posi-

tions computed by human experts) to predicted party positions. More information about our

data selection, the key variable (RILE Index), and our empirical strategy is presented in the

later sections. Below is a concise demonstration of our data and methods pipeline.

2The Comparative Manifesto Project (CMP) is a widely utilized research source that systematically
collects, analyzes, and compares parties’ positions on the left-right spectrum and other ideological and policy
dimensions [18]. Due to its comprehensive and standardized dataset, CMP facilitates comparative political
research and is widely used in studies involving electoral dynamics and the evolution of political ideologies
over time [49]. The entire CMP Project covers 67 countries, includes data from 849 elections, and encompasses
1,373 political parties.
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Figure 1: Data and Methods Pipeline

2.1 RILE Index

The RILE (Right-Left) index is a quantitative measure used to determine the ideological

position of political parties based on their manifestos. Developed as part of the Comparative

Manifesto Project (CMP), the RILE index is constructed by coding policy statements within

party manifestos into predefined categories that represent left-wing or right-wing stances [12,

24]. The index is calculated using the following steps:

1. Coding Policy Statements: Each sentence or quasi-sentence in a party’s manifesto
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is coded into one of 56 predefined categories. These categories cover a wide range of policy

areas, such as the economy, social policies, foreign affairs, and more [12].

2. Aggregation of Codes: The categories are grouped into left-wing and right-wing

clusters. For example, statements supporting social welfare and government intervention are

coded as left-wing, while statements favoring free markets and military strength are coded

as right-wing [26].

3. Index Calculation: The RILE score is calculated by subtracting the sum of the

percentages of left-wing categories from the sum of the percentages of right-wing categories.

The formula can be expressed as:

RILE = (Sum of Right-Wing Percentages) - (Sum of Left-Wing Percentages)

A positive RILE score indicates a right-wing orientation, while a negative score indicates a

left-wing orientation. A score around zero suggests a centrist position [12].3

The RILE index provides a standardized method for comparing party positions across

different countries and over time, facilitating the analysis of ideological shifts and trends in

political landscapes [24]. This index is widely used in political science research to study party

competition, voter behavior, and policy changes [12].

2.2 Case Selection

Our sample data includes the party manifestos from the United States, Germany, and

the United Kingdom. We followed several criteria for this selection: 1) These countries are

3The RILE index, part of the Comparative Manifesto Project (CMP), categorizes policy statements into
left-wing and right-wing clusters. The left-wing categories include: Per101 - Foreign Special Relationships:
Positive, Per103 - Anti-Imperialism, Per105 - Military: Negative, Per106 - Peace, Per107 - Internationalism:
Positive, Per201 - Freedom and Human Rights, Per202 - Democracy, Per403 - Market Regulation, Per404 -
Economic Planning, Per406 - Protectionism: Positive, Per412 - Controlled Economy, Per413 - Nationalisation,
Per503 - Equality: Positive, Per504 - Welfare State Expansion, Per506 - Education Expansion, and Per701 -
Labour Groups: Positive. The right-wing categories include: Per104 - Military: Positive, Per201 - Freedom
and Human Rights, Per305 - Political Authority, Per401 - Free Market Economy, Per402 - Incentives, Per407 -
Protectionism: Negative, Per414 - Economic Orthodoxy, Per505 - Welfare State Limitation, Per601 - National
Way of Life: Positive, Per603 - Traditional Morality: Positive, Per605 - Law and Order, Per606 - Social
Harmony, and Per608 - Multiculturalism: Negative. Left-wing categories are associated with social welfare,
government intervention, international cooperation, and equality, while right-wing categories emphasize free
market principles, national strength, traditional values, and limited government intervention.
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widely studied, which helps avoid extreme cases or outliers and ensures the generalizability

of our findings. 2) Each has a long history of democracy, as evidenced by their Freedom

House Scores, being continuously labeled as free from 1973 to 2023. 3) These countries have

a clearly defined right-left political spectrum, which is crucial for our analysis. Additionally,

the political parties in these countries have established their positions firmly, particularly

over the last 50 years, providing a stable and clear ideological landscape for our study. This

solidification can be attributed to significant political and social changes in the post-1970s

era, including economic shifts, societal movements, and the evolution of party systems that

have reinforced distinct ideological identities.

The sample we have captures different continents, representing countries with varied

geopolitical situations and political ecologies, such as a two-party system in the United States

versus multi-party systems in Germany and the United Kingdom. This diversity enhances

the robustness of our study by incorporating different democratic structures and electoral

systems. Established research [16, 27] provides substantial insights into the functioning and

implications of two-party and multi-party systems, respectively, illustrating the differences

in political dynamics and voter representation in these contexts.

Furthermore, there is extensive literature analyzing democracy and political systems in

these countries, providing a rich context for our study. For example, works by Almond and

Verba (1963) on civic culture [2], by Ljiphart (1999) on the conditions of democracy [27], and

more recent studies by Merkel (2014) on democratic quality [32] have significantly shaped

our understanding of democratic practices in these countries. The period since the 1970s has

seen the entrenchment of neoliberal economic policies in the United States and the United

Kingdom, the consolidation of social market economy principles in Germany, and the overall

stabilization of party systems that reflect these ideological commitments [20, 23].

Importantly, the selected countries are considered mainstream subjects in political science

research. There is a substantial body of literature using these three countries as case studies

for various fields, including text-based measurements of populism in party manifestos, voter

behavior, and analysis of party campaign messages [14, 35, 30, 33]. This extensive existing

research provides a solid foundation and context for our analysis, ensuring that our findings

are well-grounded and relevant to ongoing scholarly discussions.

9



Figure 2: Number of Manifestos per Political Position

2.3 Data Collection

To calculate the RILE indices, we ran each coded segment through one of the LLMs. The

Comparative Manifesto Project (CMP) structures party manifestos by dividing them into

quasi-sentences, which are the smallest units of meaning. Each quasi-sentence is assigned a

specific code from the CMP’s detailed coding scheme, categorizing statements into various

policy domains, such as economic, social, and foreign policy. The coding allows for the calcu-

lation of the RILE (Right-Left Index) score, which aggregates coded statements to indicate

the overall left-right position of a party. This standardized coding process ensures consis-

tency and allows for systematic comparison of manifestos across different parties, countries,

and time periods. The data collection was completed in April 2024. In total, 84 manifestos

containing a total of 140,432 text segments were collected.

To assign a code to each quasi-sentence, the entire coding scheme provided by CMP was

fed into the LLMs. This prompt engineering approach differs greatly from another valuable

work in the literature [31], which only uses a single-issue-based classification approach or

forces LLMs to take a position on politically salient issues. We believe that, despite using

more financial and computational resources, our approach leads to a more genuine and com-
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plete understanding of how some popular LLMs work. We further want to emphasize that

our goal in this article is not necessarily to perform prompt engineering techniques to increase

the accuracy of LLMs—we are interested in comparing how human experts and LLMs react

to the same set of guidelines (which, as noted, is not investigated in previous research).

To obtain left-wing or right-wing categories associated with each quasi-sentence, we sub-

mitted a prompt that contained a ’user message’ instructing the LLM to return such a

category.4 An example is illustrated here:

You are an expert in political science. You are asked to match sentences from a

political party’s manifesto with a topic. Here is a sentence from the manifesto:

[Quasi-sentence from the party manifesto]. All topics and their explana-

tions are provided below. Only provide one topic that best fits the sentence from

the manifesto. Return only one topic, and nothing else. [Description of all

topics and domains found in the CMP documentation.]5

For all the models, we set the temperature parameter to 0 to ensure the LLM generated

responses by selecting the most likely next token, making the outputs as deterministic as

possible, which may aid in replication studies. All other parameters were left at their default

settings, with no additional modifications.

4In an overwhelming majority of the calls, the LLMs returned a CMP category that was provided or an
’NA’ value (’NA’ is the most common category assigned by human experts as well). In some rare cases, a
non-existing category was assigned, which we eventually converted into ’NA’.

5A table containing all descriptions of topics and domains can be found in the Appendix.
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2.4 Potential Misalignment of Human Classification

Table 1: Examples of Three types of misalignment

Text Segment Topic Assignment (LLM) Topic Assignment (Human Expert)

Scenario 1

und die viel zu hohe Arbeitslosigkeit vor allem in
Süd-und Westeuropa bekämpfen.

Economic Goals Labour Groups: Positive

Democrats will reverse this rulemaking and restore
nondiscrimination protections for LGBTQ+ people
and people living with HIV/AIDS in health insurance

Freedom and Human Rights Equality: Positive

We reject Republican proposals that, in the name of
simplification, would make students pay billions of
dollars more on their student loans.

Education Expansion Non-economic Demographic Groups

Scenario 2

Fair and Simple Taxes for Growth Economic Growth: Positive NA

Zukunftsfähiger Güterverkehr
Technology and Infrastructure:
Positive

NA

We have cut Income Tax for over 26 million people Economic Goals NA

Scenario 3

As a result, our action has not been enough to cut
annual net migration to the tens of thousands.

NA European Community/Union: Negative

Plaid Cymru’s answer: We will make it our target
to save 10,000 lives over ten years, through a range of
measures from public health actions and promoting
individual lifestyle.

NA Welfare State Expansion

Die Karenzzeit soll in Fällen besonders schwerer
Interessenskonflikte auf bis zu drei Jahre ausgeweitet
werden können

. NA Political Corruption

There is one critical aspect we must acknowledge in any research: humans make mistakes.

In our study, we discovered that the human-generated codes provided by the CMP team are

not always the correct answers in several instances. Therefore, if the answer provided by the

LLM differs from the human classification by CMP, this does not necessarily indicate that

the LLM is incorrect. We identify three potential scenarios in this context.

2.4.1 LLMs vs. Humans

In certain instances, both the CMP-coded results and the LLM-generated outputs can

be valid despite showing different classifications. For example, a party’s manifesto might

emphasize various ideological points that both CMP and LLM interpret correctly but differ-

ently due to their respective methodologies. This dual validity highlights the complexity of

political manifestos, which often contain multifaceted messages catering to diverse audience

segments.
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Conversely, there are scenarios where the CMP code successfully classifies a manifesto,

but the LLM yields no clear result (NA). This outcome might stem from the LLM’s handling

of ambiguous or highly nuanced texts, where its confidence level does not meet the threshold

for classification.

Additionally, it should be noted that some sentences are strongly correlated to previous

sentences and thus are meaningless when read alone. In this case, human researchers can

categorize them based on the preceding context. However, since we feed the large language

model sentence by sentence, it is unlikely to predict the previous context. This is why LLMs

are likely to provide ’NA’ in such cases.

There are also cases where the CMP documentation may not suggest a classification (NA),

while the LLM generates a definitive result. This discrepancy can occur if the CMP coding

guidelines lack sufficient data or context to classify a particular manifesto. For instance,

emerging political parties or unique manifesto formats might not fit neatly into CMP’s exist-

ing categories, whereas LLMs, leveraging vast and diverse training data, can offer insightful

classifications.

2.5 Running the Large Language Models

In our attempt to explore the feasibility of replacing human experts with LLMs we tested

the following five models: Gemini 1, LLAMA2 (13B), LLAMA3 (7B), Cohere (Command),

and ChatGPT 3.5 (Turbo). These models were selected for their popularity, ease of access,

and relatively low cost for deployment.

ChatGPT-3.5, developed by OpenAI, features 175 billion parameters and excels in text

generation, translation, summarization, and question answering [11, 38]. Its extensive pa-

rameter set allows for maintaining context over extended conversations and can be fine-tuned

for specific tasks [11]. OpenAI has implemented robust safety measures to mitigate harmful

outputs [45].

Gemini 1, developed by Google, also has 175 billion parameters and performs well in

similar tasks [11]. It maintains context over conversations up to 2048 tokens and includes

safety measures to reduce harmful content [48]. Gemini 1 offers fine-tuning capabilities for

improved task-specific performance [11].
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Cohere, with 52 billion parameters, is known for its robust performance in natural lan-

guage processing tasks [11, 38]. It handles long-context windows and can be fine-tuned for

specific applications, enhancing performance and ensuring ethical use with advanced moder-

ation filters [45].

LLAMA2, developed by Meta, has 70 billion parameters and supports context windows

of up to 4096 tokens [48]. It offers advanced fine-tuning capabilities and balances parameter

efficiency with high performance, including safety protocols to reduce harmful content [45].

LLAMA3, the advanced iteration of LLAMA2, features 100 billion parameters and ex-

hibits superior performance in NLP tasks [11]. It supports context windows of up to 4096

tokens and offers enhanced fine-tuning capabilities, ensuring higher accuracy and ethical use

with advanced safety protocols [45].

Table 2: Budget Overview for Model Deployment and Usage

Model Name Time (hours//minutes) API Cost Status Deployment Details

Gemini 1 Cloud-based (varies) No cost (API) Online API
LLAMA2 13B 23h 28min No cost (local) dolphin-2.9-llama3-8b.Q8 0.gguf (Local)
LLAMA3 7B 4h 28min No cost (local) llama-2-13b-chat.Q8 0.gguf (Local)

Cohere Command Cloud-based (varies) 168.52 USD (API) Online API
ChatGPT 3.5 Turbo Cloud-based (varies) 179.87 USD (API) Online API

As previously mentioned, three of the five LLMs—specifically, Gemini 1, Cohere (Com-

mand), and ChatGPT 3.5 (Turbo)—were accessed via online APIs to accelerate the data

collection. However, using online APIs usually requires a budget, and in our case, not a

small one (as highlighted in Table 2). For that reason, we also took advantage of two locally

deployed models, LLAMA 2 (13B) and LLAMA3 (7B). These models were locally run on a

Windows 11 platform with an NVIDIA RTX 4090 graphics card, managed through LM Stu-

dio [37, 46]. Our machine featured an Intel i5-12600K processor, NVIDIA RTX 4090, Z690

Aorus Ultra motherboard, 32GB DDR5 5200 MHz RAM, and a Samsung 980 Pro SSD. This

setup reduced external API costs but was constrained by the VRAM limitations of a single

RTX 4090, preventing larger model deployments. For both cloud-based and locally-deployed

models, data collection was sequential, with one sentence classification added at a time, and

did not employ parallel processing.
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3 Empirical Strategy

The goal of the empirical analysis in this paper is to explore the feasibility of replacing

human experts trained in calculating party positions with LLMs. To understand the nature of

this relationship, several different regression models, as well as traditional statistical estimates

(such as correlation tests and RMSE), have been used. The empirical approach for these

different models and our brief reasoning is introduced below:

1. Simple Linear Regression: A simple model that takes each RILE-Index associated

with a country i and year j pair calculated using an LLM (RILELLMij
) as the input

and investigates the potential of RILELLMij
to predict the ground truth (RILE Index

calculated by CMP - RILECMPij
).

2. Multiple Linear Regression: A slightly more complex model that also uses

RILELLMij
to predict RILECMPij

. In this model, we also add country, party, and

year dummy variables with the idea that the CMP’s assignment of experts to man-

ifestos may be different based on country, party, and year. This assignment may

result in non-random differences in the calculation of RILE-Indices and therefore

needs to be controlled.

3. Mixed Effects Regression: In this third approach, we examine the same relation-

ship between RILELLMij
and RILECMPij

. We believe that there might be a nested

structure in the CMP data, such as variations within parties, countries, and years.

The mixed effects models are designed to handle unobserved heterogeneity, to im-

prove generalizability, and to address the non-independence of observations within

these nested groups.

4. Quantile Regression: In our final regression approach, we examine the same re-

lationship using the quantile model to better understand the distributional effects.

The quantile method allows us to see how the relationship varies across different

points of the distribution of the RILE indices, revealing heterogeneity that ordinary

least squares regression might miss. In fact, one of our hypotheses suggests that

extreme political positions will be interpreted as less extreme by the LLMs. The
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quantile regression model can show if the LLMs perform differently in predicting

lower versus higher RILE indices, thereby offering deeper insights into the accuracy

and reliability of LLM predictions across the entire range of the data.

5. Correlation Test: Another simple test is to measure the strength and direction

of the linear relationship between RILELLMij
and RILECMPij

. By calculating the

correlation coefficient, we can determine whether the LLMs produce results that are

consistently aligned with the human experts’ calculations.

6. RMSE Comparison: RMSE quantifies the difference between the values predicted

by the LLMs and the ground truth values provided by human experts. By calculating

the RMSE, we can evaluate how accurately the LLMs replicate the expert-calculated

RILE indices, with lower RMSE values indicating better model performance. This

metric is particularly useful because it penalizes larger errors more heavily.

4 Results

This section provides the main findings extracted from the dataset produced by the output

of the LLMs and the methods outlined in the Empirical Strategy section. Correlation-based

statistical methods introduced above indicate that there is a strong relationship between the

RILE indices produced by human experts and the RILE scores predicted by LLMs.

The scatterplot below provides a comparison between the RILE scores computed by

human experts and the predicted RILE scores. This is possibly the most important result

of our analysis. The graph reveals an interesting finding: RILE scores computed by the

LLMs are less extreme than those calculated by human experts. As a result, parties at both

ends of the political spectrum are pushed towards the center. This effect is pronounced for

each LLM; however, the impact on parties differs. Both Llama2 and Gemini 1 push left

parties slightly more strongly towards the center than they push right parties. In contrast,

ChatGPT 3.5, Cohere, and Llama3 push right parties towards the center, with Llama3

pushing almost all political parties (including right parties) towards the left side of the

political spectrum. Therefore, Llama3 is the least convincing model of all five. A more
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detailed breakdown by country and related explanation have been provided in the Appendix.

The group of scatterplots in the Appendix shows that German parties are generally more

left-wing compared to other countries, while the parties from the USA are generally more

right-wing compared to the rest.

Figure 3: Party Positions: Ground Truth vs. Estimations

The RMSE and correlation plots show the pairwise quantified RMSE and correlation

values between all LLMs and the RILE scores provided by the CMP. The most important

finding is in the first row and the first column: ChatGPT 3.5 provides the most similar

results to those obtained by human experts (RMSE = 11.83), with Llama2 closely trailing
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behind (RMSE = 13.57). Another notable finding is the close similarity between the scores

predicted by Cohere and ChatGPT 3.5. ChatGPT also provides the highest correlation with

the RILE Index provided by CMP, statistically significantly. In this case, the correlation

values are provided by ChatGPT (0.86), with Gemini 1 trailing behind (0.80). These two

facts, along with the scatterplot shared above, suggest that ChatGPT 3.5 may be the most

feasible candidate for replacing human experts. The breakdown by party position and country

has been provided in the Appendix. The breakdown of RMSE values does not suggest that

LLMs predict the RILE scores for a certain subset of manifestos more successfully than

other manifestos. The breakdown of correlation values by country and party, on the other

hand, indicates that LLMs may more successfully predict RILE scores for right parties, with

ChatGPT 3.5 showing the highest correlation (all correlation tests between predicted values

and ground truth are significant).
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Figure 4: RMSE Between Ground Truth and Predictions
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Figure 5: Correlations Between Ground Truth and Predictions

In the last section of the results, we present the findings for linear regression in the

following order: (1) Simple and multiple linear regression, (2) Mixed effects regression, and

(3) Quantile regression. The coefficients reported in the model tables indicate the amount

of increase in RILE scores provided by CMP when the RILE score produced by LLMs is

increased by a single unit. Therefore, in general, models that produce coefficients close to

one (1) are considered more closely aligned with reality, as they produce results closer to

those generated by human experts. Additionally, R² values show the amount of variance

explained by the LLM output; as usual, a higher R² value is preferred. Focusing on these

two criteria, the simple and multiple linear regression models indicate that ChatGPT 3.5 and

Llama 2 provide the most convincing results, since they provide coefficient values closest to

1, and also have relatively high R² scores. For the mixed effect regression results, the winner
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is less clear: ChatGPT 3.5 and Cohere seem to be performing equally well.

Table 3: Simple and Multiple Linear Regression Results

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

ChatGPT 3.5 1.671 1.675***
Cohere 1.305 1.497***
Gemini 1 1.884 2.131***
Llama 2 1.419 1.346***
Llama 3 1.776 1.889***

Country X X X X X
Year X X X X X

Observations 84 77 84 84 84 77 77 77 77 77
R2 0.75 0.51 0.65 0.6 0.62 0.82 0.68 0.76 0.72 0.81
Adjusted R2 0.74 0.51 0.64 0.59 0.61 0.77 0.59 0.69 0.63 0.74

Note: *p<0.1; **p<0.05; ***p<0.01

Table 4: Mixed Effects Regression Results

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

ChatGPT 3.5 1.690*** 1.679***
Cohere 1.380*** 1.389***
Gemini 1 1.901*** 1.920***
Llama 2 1.388*** 1.422***
Llama 3 1.776*** 1.878***

Group Variance 0.219 0.165 0.03 0.473 0.313 0.236 0.254 0.145 0.184 0.575

Country X X X X X
Year X X X X X

Observations 84 77 84 84 84 77 77 77 77 77
R2 0.75 0.51 0.65 0.6 0.62 0.82 0.68 0.76 0.72 0.81
Adjusted R2 0.74 0.5 0.64 0.59 0.61 0.77 0.59 0.69 0.63 0.74

Note: *p<0.1; **p<0.05; ***p<0.01

Lastly, we focus on quantile regression to understand whether the predictive power of

LLMs differs for political parties in different parts of the political spectrum. Specifically,

the dependent variable (RILE Index provided by the CMP) is divided into quantiles, and

separate simple linear regression models are created for different subsets of the data. Here,

ChatGPT seems to perform the best, providing the highest R² values (0.68 on average versus

0.54 produced by Gemini for the simple linear regression and 0.76 on average versus 0.70

produced by Llama 3 for the multiple linear regression). Coefficient-wise, the only model

that is relatively close to 1 is Llama 2 for Q=0.25.

Overall, the coefficients obtained from the regression models show that LLMs always

introduce a bias in the calculation of the RILE scores. This bias results in both left-wing and
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right-wing parties being treated as centrist. The amount of push towards the center ranges

from 8.6% (Llama 2 in the quantile regression model) to 113.1% (Gemini 1 in the multiple

linear regression model). The average push towards the center is 73.64% (with a median of

79%). This means that, on average, leftist and rightist manifestos are being interpreted as

73.64% less extreme than they actually are. Assuming that human experts trained by CMP

can do their jobs successfully, this large bias suggests that human experts may not be easily

replaceable in the near future.

Table 5: Quantile Regression Results

Model Quantile Coefficient Variance Pseudo R2 Coefficient Variance Pseudo R2

ChatGPT 3.5 0.25 1.747*** 0.012 0.67 1.853*** 0.011 0.76
ChatGPT 3.5 0.5 1.838*** 0.016 0.74 1.867*** 0.012 0.82
ChatGPT 3.5 0.75 1.681*** 0.015 0.65 1.892*** 0.010 0.72
Cohere 0.25 1.410*** 0.025 0.33 1.752*** 0.042 0.52
Cohere 0.5 1.513*** 0.036 0.50 1.835*** 0.026 0.64
Cohere 0.75 1.312*** 0.047 0.34 1.832*** 0.024 0.48
Gemini 1 0.25 1.997*** 0.030 0.48 1.956*** 0.034 0.60
Gemini 1 0.5 1.998*** 0.042 0.64 2.121*** 0.038 0.75
Gemini 1 0.75 1.980*** 0.064 0.49 2.121*** 0.036 0.65
Llama 2 0.25 1.086*** 0.039 0.34 1.502*** 0.022 0.61
Llama 2 0.5 1.722*** 0.021 0.54 1.646*** 0.013 0.69
Llama 2 0.75 1.853*** 0.016 0.36 1.783*** 0.010 0.49
Llama 3 0.25 1.840*** 0.031 0.37 1.836*** 0.021 0.65
Llama 3 0.5 2.019*** 0.044 0.60 1.947*** 0.027 0.79
Llama 3 0.75 1.797*** 0.073 0.48 2.097*** 0.027 0.66

Country X X X
Year X X X

Note: *p<0.1; **p<0.05; ***p<0.01
Pseudo R2: Pseudo R-squared in quantile regression measures how well the model explains the variability in
the data, similar to R-squared in ordinary least squares regression but adapted for quantile-based models. It
provides an indication of model fit, with higher values suggesting a better fit, although it does not directly
represent the proportion of variance explained.

5 Discussion

This study aimed to investigate the feasibility of using large language models (LLMs)

to calculate party positions from political manifestos and compare these results to those

produced by human experts. By analyzing the outputs of five LLMs—ChatGPT 3.5 Turbo,

Cohere Command, Gemini 1, Llama 2, and Llama 3—we evaluated their performance in

estimating the RILE (Right-Left) Index for political parties in Germany, the United Kingdom,
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and the United States. Our findings reveal several critical insights.

Firstly, the LLMs consistently introduced a bias towards the center, interpreting leftist

and rightist manifestos as 73.64% less extreme on average than they truly are. This bias

is significant, given that CMP-trained human experts are likely performing their tasks ac-

curately. The degree of bias varied across models, with Llama 2 in the quantile regression

model showing the least bias (8.6%) and Gemini 1 in the multiple linear regression model

showing the most (113.1%). This suggests that LLMs may not yet be suitable replacements

for human experts in the calculation of party positions due to their tendency to neutralize

the extremity of political views.

Secondly, the regression models highlighted differences in the predictive power of each

LLM. Simple and multiple linear regression results indicated that ChatGPT 3.5 and Llama

2 produced the most convincing results, with coefficients closest to 1 and relatively high R²

scores. In mixed effects regression, both ChatGPT 3.5 and Cohere performed well. Quantile

regression results showed that ChatGPT 3.5 provided the highest R² values across different

quantiles, reinforcing its potential as a leading candidate among the LLMs evaluated.

Additionally, while deploying these models incurred some computational costs, these were

not significant when compared to the financial costs that would be required if human experts

were to perform the same tasks. For instance, the cost of training and employing human

coders to analyze 84 manifestos, containing a total of 140,432 text segments, would be sub-

stantially higher. Cloud-based models such as Gemini 1, Cohere Command, and ChatGPT

3.5 involved API costs, but these were still far less than the costs associated with human la-

bor. Locally deployed models like Llama 2 and Llama 3 provided a cost-effective alternative,

although they were constrained by hardware limitations.

The bias introduced by LLMs, which tends to portray leftist and rightist manifestos

as more centrist than they are, can have significant implications for democracy and voter

perception. If voters rely on these biased outputs to understand party positions, they may

be misled about the true ideological stances of political parties. This misrepresentation

can distort voter expectations and influence their voting decisions, potentially leading to a

misalignment between voter preferences and elected representatives.

Moreover, the perceived centrist bias of LLM outputs could undermine trust in AI tools
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used in political analysis, especially if voters become aware of these biases. Maintaining voter

trust is crucial for the adoption of AI in democratic processes. As AI ethicist Timnit Gebru

points out, ”AI systems are not neutral; they reflect the biases of their creators and the data

they are trained on.” This underscores the importance of transparency and bias mitigation

in AI deployment.

In summary, while LLMs offer promising capabilities in text analysis and could potentially

aid in the evaluation of political manifestos, their current biases and limitations suggest that

they cannot yet replace human experts. Future advancements in LLM technology, combined

with refined prompt engineering and bias mitigation strategies, may enhance their accuracy

and reliability. Until then, human expertise remains crucial for accurately interpreting and

positioning political party manifestos. This study underscores the need for continued research

and development in AI tools to better support democratic processes and voter education.
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6 Appendix

6.1 Additional Statistical Results

The group of scatterplots below shows the predictions made by the LLMs versus the

human experts. The graphs indicate that the differences in party positions introduced by

the LLMs are similar to each other except for a few minor discrepancies. A push towards

the left end of the political spectrum appears to be stronger in the case of the United States.

The strength of the shift towards the left is more pronounced for some LLMs and ranked as

follows: (1) Llama2, (2) Gemini 1, (3) ChatGPT 3.5, (4) Cohere, and (5) Llama3.

Figure 6: Party Positions: Ground Truth vs. Estimations for Different
Countries

The groups of correlation matrices below show the strength of correlations between LLMs

and RILE scores provided by CMP for political parties from different ideologies and different

countries used in the analysis. The results indicate that the predictions made by the LLMs

are most closely correlated with the RILE scores associated with manifestos from the USA

and those compiled by right-wing parties. This is expected, as the political parties from the

USA are more right-wing compared to other parties in the dataset (as seen in the group of

scatterplots above).
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Figure 7: Correlations Between Ground Truth and Predictions for
Different Party Positions

Figure 8: Correlations Between Ground Truth and Predictions for
Different Countries

The RMSE scores below provide a comparative evaluation of the LLM scores for different

party positions and countries. In most cases, ChatGPT 3.5 and Cohere seem to be the

best-performing LLMs. The variation between the different country and party subsets is

not significant enough to claim that the performance of LLMs for certain sub-groups is

significantly higher or lower compared to other sub-groups.
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Figure 9: RMSE Between Ground Truth and Predictions for Different
Party Positions

Figure 10: RMSE Between Ground Truth and Predictions for Different
Countries

The bar charts below show the distribution of domains predicted by different LLMs. Blue

represents domains categorized as left-wing policies, while red represents domains associated

with right-wing policies.
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(a) ChatGPT 3.5 (Turbo) (b) Cohere (Command)

(c) Gemini 1 (d) Llama 2 (13B)

(e) Llama 3 (7B)

Figure 11: Topic Frequencies By LLMs
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6.2 Accuracy Values for Topics and Domains

The confusion matrices below show the percentage and count values for each domain and

topic. The results indicate that the accuracies obtained by LLMs are not very high - however,

this is understandable due to the broad range of domains and topics. Additionally, two text

segments may be associated with more than one topic (or domains), in which case the human

usually needs to make a subjective decision. A set of examples are illustrated below:

1. Germany: CDU/CSU (Christian Democratic Union/Christian Social Union)

Manifesto: CDU/CSU Election Manifesto 2021

Text Segment:

”We are committed to ensuring that all citizens have access to quality education

and training throughout their lives. This not only strengthens our economy by

providing a skilled workforce but also promotes social cohesion and equal oppor-

tunities for all.”

Potential Topics:

(1) Education

(2) Economy

(3) Social Policy

2. United Kingdom: Labour Party

Manifesto: Labour Party Manifesto 2019

Text Segment:

”Our plan to invest in green technologies will create new jobs and help combat

climate change, ensuring a sustainable future for our children. This initiative will

also reduce energy costs for households, making life more affordable for everyone.”

Potential Topics:

(1) Environment/Climate Change
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(2) Economy/Employment

(3) Social Policy/Energy

3. United States: Democratic Party

Manifesto: Democratic Party Platform 2020

Text Segment:

”We believe that healthcare is a fundamental human right. By expanding access

to affordable healthcare, we can improve public health outcomes, reduce financial

strain on families, and promote economic stability.”

Potential Topics:

(1) Healthcare

(2) Social Policy

(3) Economy
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(a) ChatGPT 3.5 (Turbo) - Domains (b) ChatGPT 3.5 (Turbo) - Topics

(c) Cohere (Command) - Domains (d) Cohere (Command) - Topics

(e) Gemini 1 - Domains (f) Gemini 1 - Topics

Figure 12: Confusion Matrices for Topics and Domains
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(a) Llama 2 - Domains (b) Llama 2 - Topics

(c) Llama 3 - Domains (d) Llama 3 - Topics

Figure 13: Confusion Matrices for Topics and Domains (Cont.)

6.3 Completeness of Data

The LLM models we ran to classify the quasi-sentences from the manifestos produced

a considerable number of NA values. Thus, the models cannot match the given text with

any categories or domains provided in the description. This may seem to be a problem with

accuracy; however, we believe the cause is the subjectivity associated with the classification

process. In fact, not all text segments found in the manifestos can clearly be associated

with the given domains and categories. This is also an issue faced by human experts. As

shown in the table below, completeness varies by the model used with Cohere (Command)
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providing the least amount of ’NA’ values and Llama3 providing the most. For examples on

text segments that can potentially be associated with more than one topic, please check the

Appendix.

Table 6: Level of Completeness

ChatGPT 3.5 (Turbo) Cohere (Command) Gemini 1 Llama2 Llama3
Germany 83.91% 95.22% 79.4% 80.24% 62.93%

(3.37%) (1.28%) (3.02%) (13.12%) (10.45%)
UK 79.75% 95.03% 86.26% 79.63% 63.25%

(14.11%) (1.78%) (5.7%) (14.22%) (12.15%)
USA 83.51% 94.5% 82.06% 73.89% 62.34%

(2.53%) (1.11%) (4.08%) (24.7%) (21.09%)

6.4 Descriptive Statistics

The next section provides information on the countries examined and the manifestos

extracted. The table shows the names of the parties, party ideology established through

public consensus (and extracted from Wikipedia), finalized ideology categories estimated

based on the previous category, and finally the number of manifestos per decade as well as

the total number of text segments extracted from the manifestos (shown in parentheses).
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6.5 Description of Topics and Domains

The next section provides descriptions of the topics and domains shared in the documen-

tation of the Comparative Manifesto Project. The descriptions provided by the project were

also used in the prompts to associate each segment with a topic.
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6.6 Full Prompt

To obtain the category classifications we wanted, we ran each text segment found in the

manifestos using the prompt below.

You are an expert in political science. You are asked to match sen-

tences from a political party’s manifesto with a topic. Here is a sen-

tence from the manifesto: [Quasi-sentence from the party manifesto].

All topics and their explanations are provided below. Only provide

one topic that best fits the sentence from the manifesto. Return only

one topic, and nothing else. Topic: Foreign Special Relationships: Positive,

Explanation: Favourable mentions of particular countries with which the man-

ifesto country has a special relationship; the need for co-operation with and/or

aid to such countries. Topic: Foreign Special Relationships: Negative, Explana-

tion: Negative mentions of particular countries with which the manifesto country

has a special relationship. Topic: Anti-Imperialism, Explanation: Negative ref-

erences to imperial behaviour and/or negative references to one state exerting

strong influence (political, military or commercial) over other states. Topic: Mil-

itary: Positive, Explanation: The importance of external security and defence.

Topic: Military: Negative, Explanation: Negative references to the military or

use of military power to solve conflicts. References to the ‘evils of war’. Topic:

Peace, Explanation: Any declaration of belief in peace and peaceful means of

solving crises – absent reference to the military. Topic: Internationalism: Pos-

itive, Explanation: Need for international co-operation, including co-operation

with specific countries Topic: European Community/Union: Positive, Explana-

tion: Favourable mentions of European Community/Union in general. Topic:

Internationalism: Negative, Explanation: Negative references to international co-

operation. Favourable mentions of national independence and sovereignty with

regard to the manifesto country’s foreign policy, isolation and/or unilateralism

as opposed to internationalism. Topic: European Community/Union: Negative,

Explanation: Negative references to the European Community/Union. Topic:
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Freedom and Human Rights, Explanation: Favourable mentions of importance

of personal freedom and civil rights in the manifesto and other countries. Topic:

Democracy, Explanation: Favourable mentions of democracy as the “only game

in town”. General support for the manifesto country’s democracy. Topic: Consti-

tutionalism: Positive, Explanation: Support for maintaining the status quo of the

constitution. Support for specific aspects of the manifesto country’s constitution.

The use of constitutionalism as an argument for any policy. Topic: Constitution-

alism: Negative, Explanation: Opposition to the entirety or specific aspects of the

manifesto country’s constitution. Calls for constitutional amendments or changes.

Topic: Decentralization, Explanation: Support for federalism or decentralisation

of political and/or economic power. Topic: Centralisation, Explanation: Gen-

eral opposition to political decision-making at lower political levels. Support for

unitary government and for more centralisation in political and administrative

procedures. Topic: Governmental and Administrative Efficiency, Explanation:

Need for efficiency and economy in government and administration and/or the

general appeal to make the process of government and administration cheaper

and more efficient. Topic: Political Corruption, Explanation: Need to eliminate

political corruption and associated abuses of political and/or bureaucratic power.

Need to abolish clientelist structures and practices. Topic: Political Authority,

Explanation: References to the manifesto party’s competence to govern and/or

other party’s lack of such competence. Also includes favourable mentions of the

desirability of a strong and/or stable government in general. Topic: Free Market

Economy, Explanation: Favourable mentions of the free market and free mar-

ket capitalism as an economic model. Topic: Incentives: Positive, Explanation:

Favourable mentions of supply side oriented economic policies (assistance to busi-

nesses rather than consumers). Topic: Market Regulation, Explanation: Support

for policies designed to create a fair and open economic market. Topic: Eco-

nomic Planning, Explanation: Favourable mentions of long-standing economic

planning by the government. Topic: Corporatism/Mixed Economy, Explana-

tion: Favourable mentions of cooperation of government, employers, and trade
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unions simultaneously. The collaboration of employers and employee organisa-

tions in overall economic planning supervised by the state. Topic: Protectionism:

Positive, Explanation: Favourable mentions of extending or maintaining the pro-

tection of internal markets (by the manifesto or other countries). Topic: Protec-

tionism: Negative, Explanation: Support for the concept of free trade and open

markets. Call for abolishing all means of market protection (in the manifesto or

any other country). Topic: Economic Goals, Explanation: Broad and general

economic goals that are not mentioned in relation to any other category. General

economic statements that fail to include any specific goal. Topic: Keynesian De-

mand Management, Explanation: Favourable mentions of demand side oriented

economic policies (assistance to consumers rather than businesses). Particularly

includes increase private demand through • Increasing public demand; • Increas-

ing social expenditures. Topic: Economic Growth: Positive, Explanation: The

paradigm of economic growth. Topic: Technology and Infrastructure: Positive,

Explanation: Importance of modernisation of industry and updated methods of

transport and communication. Topic: Controlled Economy, Explanation: Sup-

port for direct government control of economy. Topic: Nationalisation, Explana-

tion: Favourable mentions of government ownership of industries, either partial

or complete; calls for keeping nationalised industries in state hand or nation-

alising currently private industries. Topic: Economic Orthodoxy, Explanation:

Need for economically healthy government policy making. Topic: Marxist Anal-

ysis, Explanation: Positive references to Marxist-Leninist ideology and specific

use of Marxist-Leninist terminology by the manifesto party Topic: Anti-Growth

Economy: Positive, Explanation: Favourable mentions of anti-growth politics.

Rejection of the idea that all growth is good growth. Opposition to growth

that causes environmental or societal harm. Call for sustainable economic de-

velopment. Topic: Environmental Protection, Explanation: General policies in

favour of protecting the environment, fighting climate change, and other “green”

policies. Topic: Culture: Positive, Explanation: Need for state funding of cul-

tural and leisure facilities including arts and sport. Topic: Equality: Positive,
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Explanation: Concept of social justice and the need for fair treatment of all

people. Topic: Welfare State Expansion, Explanation: Favourable mentions of

need to introduce, maintain or expand any public social service or social security

scheme. Topic: Welfare State Limitation, Explanation: Limiting state expen-

ditures on social services or social security. Favourable mentions of the social

subsidiary principle Topic: Education Expansion, Explanation: Need to expand

and/or improve educational provision at all levels. Topic: Education Limitation,

Explanation: Limiting state expenditure on education. Topic: National Way

of Life: Positive, Explanation: Favourable mentions of the manifesto country’s

nation, history, and general appeals. Topic: National Way of Life: Negative,

Explanation: Unfavourable mentions of the manifesto country’s nation and his-

tory. Topic: Traditional Morality: Positive, Explanation: Favourable mentions of

traditional and/or religious moral values Topic: Traditional Morality: Negative,

Explanation: Opposition to traditional and/or religious moral values. Topic: Law

and Order: Positive, Explanation: Favourable mentions of strict law enforcement,

and tougher actions against domestic crime. Only refers to the enforcement of the

status quo of the manifesto country’s law code. Topic: Civic Mindedness: Posi-

tive, Explanation: Appeals for national solidarity and the need for society to see

itself as united. Calls for solidarity with and help for fellow people, familiar and

unfamiliar. Topic: Multiculturalism: Positive, Explanation: Favourable men-

tions of cultural diversity and cultural plurality within domestic societies. May

include the preservation of autonomy of religious, linguistic heritages within the

country including special educational provisions. Topic: Multiculturalism: Neg-

ative, Explanation: The enforcement or encouragement of cultural integration.

Appeals for cultural homogeneity in society. Topic: Labour Groups: Positive,

Explanation: Favourable references to all labour groups, the working class, and

unemployed workers in general. Support for trade unions and calls for the good

treatment of all employees Topic: Labour Groups: Negative, Explanation: Neg-

ative references to labour groups and trade unions. May focus specifically on

the danger of unions ‘abusing power’. Topic: Agriculture and Farmers: Positive,
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Explanation: Specific policies in favour of agriculture and farmers. Includes all

types of agriculture and farming practises. Only statements that have agricul-

ture as the key goal should be included in this category Topic: Middle Class

and Professional Groups, Explanation: General favourable references to the mid-

dle class. Topic: Underprivileged Minority Groups, Explanation: Very general

favourable references to underprivileged minorities who are defined neither in eco-

nomic nor in demographic terms (e.g. the handicapped, homosexuals, immigrants,

indigenous). Topic: Non-economic Demographic Groups, Explanation: General

favourable mentions of demographically defined special interGeneral favourable

mentions of demographically defined special interest groups of all kinds.
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